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Executive Summary  
 

In the healthcare setting, providers use evidence-based guidelines in care programs and pathways that 

aim to standardize the diagnostic and therapeutic approach to a specific medical problem. Healthcare 

professionals may be informed by guidelines provided by scientific societies that abide by standards and 

rules, including conflicts of interest. The overall principle in health care, "primum non nocere", "first, do 

no harm," also applies to AI tools. The balance between positive outcomes and possible safety risks and 

side-effects, both at the individual and the societal level, needs to be considered to define the evidence 

required to demonstrate the existence of benefit on the outcome and workflow against the background 

of a potentially significant negative impact on human rights. Individual and societal human rights might 

conflict to a certain degree, and ethical considerations must prevail in these circumstances. 

Artificial intelligence covers a wide variety of digital tools, ranging from (relatively) simple algorithms to 

deep learning methods. The range of autonomy of AI systems and the degree of possible (human) 

supervision vary significantly.  Several AI tools have also become available as apps to be used by citizens 

and patients without any involvement of healthcare professionals, in which case oversight depends 

entirely on the end user's appreciation.  

The potential of AI tools for the implementation of personalized medicine depends mainly on adapting 

the tool to the specific use setting and to its end-user's personal characteristics and history. This 

adaptation requires a self-learning or adaptive approach with the continuous or intermittent 

implementation of changes, adding to the complexity of the post-release phase and making Algorithm 

Change Protocols challenging to implement. 

Just like for any other medical device, the availability of an AI tool will depend on it having satisfied market 

authorization frameworks proving its safety and performance and also market access frameworks 

weighing its cost against its value. Market authorization and access frameworks require a certain degree 

of transparency so that independent parties (Notified Bodies (NB)) can evaluate the AI tool and the 

processes used to design and develop it. Good documentation and record-keeping practices involving 

auditability and traceability facilitate this transparency. Additionally, healthcare professional look for 

guidelines or clinical evidence to support the use of the AI tool in specific circumstances. 

As the potential pervasiveness of AI tools can threaten their users' well-being, many official entities have 

called for strict(er) regulation.  Many initiatives have been taken to address this point or are underway, in 

Europe and elsewhere. The problem for end-users persists as most of these initiatives focus on the 

underlying principles, but practical guidance remains scarce. 

This document aims to provide a roadmap for practically implementing the many laws, regulations, 

consensus recommendations, and guidance documents for the clinical evaluation of AI for healthcare 

purposes, while identifying potential improvements for future legislative revisions.  As AI covers many 

tools, this paper adopts a risk-based approach to create a requirement matrix for the clinical evaluation 

of these devices in the pre-release and post-release phases. Emphasis is on the tool's clinical usefulness, 



  

 
D2.4 - Expert advice on criteria for the regulatory evaluation of ML and AI - 9 - 

 

which must consider the real-life implementation and integration into care pathways. For an AI medical 

device to be successfully implemented, it is essential that it can be demonstrated that the tool's outputs 

are reliable and trustworthy and that its claimed clinical benefits are substantiated, so that health 

professionals, end-users, and society as a whole can accept its use. A post-release evaluation should, 

therefore, not only deal with relevant clinical outcomes for the end-users but also with the broader impact 

of the tool on individuals, society, the environment and the planet, while considering the tension between 

safeguarding individual human rights and improving general societal benefit. Further education on AI tools 

to enhance the skills of healthcare professionals and end-users is essential in this context, not only for the 

correct use of the AI tool but also, more generally, to increase acceptance and trust by the general public. 
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1. Introduction 
 

Artificial Intelligence (AI) covers a wide variety of digital tools, ranging from (relatively) simple algorithms 

to deep learning methods [1][2]. AI is increasingly proposed for healthcare applications that support 

healthcare providers (HCP) in formulating a diagnosis [3], predicting the course of disease [4][5], selecting 

treatment, managing patients, monitoring outcomes, and supporting shared decisions with patients and 

healthy citizens [6][7][8][9][10][11] . These applications are referred to as "decision support systems", and 

are generally considered among the more complex and critical AI tools which require clinical evaluation. 

They are therefore the focus of this paper [12].   

It delivers D2.4 associated to the Task 2.3 “Developing guidance for the evaluation of AI and standalone 

software in medical devices” in WP2 of the CORE-MD project and formulates possible next steps to the 

clinical evaluation of high-risk Medical Device Software (MDSW) using AI. As it focuses on AI use in MDSW 

it overlaps and interacts with many devices using or relating with such software and complements the 

work in WP1 and Task 2.1 in WP 2. 

The range of autonomy of AI systems and the degree of possible (human) supervision vary significantly. 

Most observers [13][14][15] stress the need for human oversight and final decision-making by a 

healthcare professional[15][16][17]. They underline the need to integrate AI tools into the current 

workflow and create a ‘Human–AI team’. The very nature of some of the AI tools, however, makes 

interpretation of AI results and oversight difficult, because they perform as black boxes [18], and the 

reasoning behind the ultimate result/suggestion/decision of the AI tool remains obscure, if not lacking, 

even with the use of explainability methods [19][20][21][22]. The effectiveness of oversight is reduced for 

less experienced users, who, paradoxically, might benefit the most from such tools [23]. For some 

applications, providing real-time human oversight might even reduce safety and decrease the 

performance of the AI tool, e.g., when it has been shown experimentally that the AI tool exceeds the 

capabilities of the human and the human-AI team, both in terms of speed (fast reaction times), 

performance (accuracy and precision), or being less prone to mistakes due to intrinsic human factors. 

Several AI tools have also become available as apps to be used by citizens and patients without any 

involvement of healthcare professionals, in which case oversight depends entirely on the end user's 

appreciation[24].  

Finally, the potential of AI tools for the implementation of personalized medicine depends mainly on 

adapting the tool to the specific use setting and to its end-user's personal characteristics and history. This 

adaptation requires a self-learning or adaptive approach with the continuous or intermittent 

implementation of changes, adding to the complexity of the post-release phase and making Algorithm 

Change Protocols challenging to implement[25]. Besides such structured self-learning and 

personalization, with additional data collection being planned and used for algorithm adaptation, a more 

or less detectable drift or enlargement in the target population, the intended use, or the human-AI 

interaction could all change the risk and performance metrics of the AI tool, necessitating continuous 

evaluation after its release. These needs support a more agile approach in the development, testing, and 
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validation of AI tools (The Last Mile: Where Artificial Intelligence Meets Reality. Enrico Coiera) and a 

system approach rather than a pure device focus[26][27][28]. 

As the potential pervasiveness of AI tools can threaten their users' well-being[29][30][31][32][33], many 

official entities have called for strict(er) regulation[34][35][36][37][38][39]. Many initiatives have been 

taken to address this point (MDR, Data Governance Act) or are underway, in Europe  (AI Act [40][41][42], 

AI Liability Directive Proposals) and elsewhere (IMDRF[43] (globally), USA [44][45][46][47][48][49][50], 

China [51], Canada [52], and several other countries nationally [53][54][55][56]¡Error! No se encuentra el 

origen de la referencia.[58][59][60]). The problem for end-users persists as most of these initiatives focus 

on the underlying principles, but practical guidance remains scarce. 

 

1.1 Deliverable structure 
This paper aims to provide a roadmap for practically implementing the many laws, regulations, consensus 

recommendations, and guidance documents for the clinical evaluation of AI for healthcare purposes 

[61][62], while identifying potential improvements for future legislative revisions. Such a roadmap could 

limit the interpretation variability of manufacturers, Notified Bodies, and reviewers. As AI covers many 

tools, this paper adopts a risk-based approach to create a requirement matrix for the clinical evaluation 

of these devices in the pre-release and post-release phases. Emphasis is on the tool's clinical usefulness, 

which must consider the real-life implementation and integration into care pathways. For an AI medical 

device to be successfully implemented, it is essential that it can be demonstrated that the tool's outputs 

are reliable and trustworthy and that its claimed clinical benefits are substantiated, so that health 

professionals, end-users, and society as a whole can accept its use. A post-release evaluation should, 

therefore, not only deal with relevant clinical outcomes for the end-users but also with the broader impact 

(whenever relevant) of the tool on individuals, society, the environment and the planet, while considering 

the tension between safeguarding individual human rights and improving general societal benefit. Further 

education on AI tools to enhance the skills of healthcare professionals and end-users is essential in this 

context, not only for the correct use of the AI tool but also, more generally, to increase acceptance and 

trust by the general public [62].  

After formulating the background to the place of AI MDSW in health care, the document focuses on a risk-

based approach and on the specific requirements this entails in the pre- and post-release phases of the 

life-cycle of a MDSW. Subsequently the different steps of this approach are formulated. 
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2. Background 
 

Healthcare providers use evidence-based [63]  guidelines in care programs and pathways that aim to 

standardize the diagnostic and therapeutic approach to a specific medical problem. Such standardized 

approaches can help health practitioners to improve patient outcomes and to improve the health 

potential of the individual and, ultimately, the population [64]. Decisions to deviate from these 

approaches are warranted following consideration of the patient’s unique background, needs and 

expectations. The healthcare professional makes many such decisions and has to be able to justify these 

to people affected by the decision. 

The professional formally documents the decision when its impact is significant and, when legal 

obligations require this, or when the professional strives to involve and empower the patient depending 

on the health-care context [65] (according to Lilrank operational modes: prevention, acute care, one-

off/single intervention, focused factory, cure or care).  Other circumstances will also influence whether or 

not to share the context of a decision. For example, when ordering an imaging test, the decision to use a 

specific imaging machine’s brand is seldom discussed with the patient but driven mainly by availability. 

On the other hand, when choosing between surgery and medical therapy (if those options exist in the 

guidelines), that decision is extensively discussed by explaining in clearly understandable language the 

different possible approaches, their pros and cons, the alternatives, and the consequences of taking no 

action at all.  

The healthcare professional may be advised for this discussion by guidelines provided by scientific 

societies that abide by standards and rules, including conflicts of interest. They use evidence from clinical 

trials, case reports, and other information, leading to a specific level of confidence for a recommendation.  

Similar processes exist for the use of drugs and devices but here the manufacturer also plays a very 

important role. 

Just like for any other medical device, the availability of an AI tool will depend on it having satisfied market 

authorization frameworks proving its safety and performance (but often in circumstances that are not 

relevant to clinical conditions) (e.g., CE-marking, 510(k), de Novo, premarket approval), and also market 

access frameworks weighing its cost against its value (e.g., health technology assessments, NICE, DiGA). 

Market authorization and access frameworks require a certain degree of transparency so that 

independent parties (Notified Bodies (NB)) can evaluate the AI tool and the processes used to design and 

develop it. Good documentation and record-keeping practices involving auditability and traceability 

facilitate this transparency. Additionally, the HCP looks for guidelines or clinical evidence to support the 

use of the AI tool in specific circumstances. 
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Figure 2. An overview of the high-level regulatory requirements for AI (with areas for possible improvements in standards 
when compared to current regulations shown in purple) 

 

Transparency and the access to information are core concepts in many recent EU legal acts. The GDPR, 

for example, protects fundamental rights and freedoms of natural persons and in particular their right to 

the protection of personal data [66][67][68].   One important principle of data processing is transparency 

[69] . Defining the ultimate goal of this principle, i.e. “why” transparency is needed, is imperative to 

understand the importance of the transparency and its application in healthcare. Part of the transparency 

aims to balance individual human rights with rights of other individuals and society at large [70], such as 

for the secondary use of data in healthcare if there is a legitimate or public interest. Also for AI, one should 

consider the ultimate goal for the AI tool’s application in healthcare and the proportionality between risk 

and benefit of the tool for achieving that specific goal during the entire life cycle of the tool [71]. 

To achieve that, the HCP can rely on information provided by the AI tool’s manufacturer to assess the 

tool’s utility, explain its function, risks and impact, and decide with the patient on its use. If the patient 

wishes to know, the HCP should be able to explain (explainability) why a certain device/software is used 

in that specific circumstance and with what advantages and disadvantages, so that the patient can 

interpret/comprehend (interpretability) the possibilities and can agree (informed consent) or make a 

choice together with the HCP (shared decision making). This can be explicit or implicit (post-hoc, liability). 

This dialogue has been named external transparency in [72]. To be able to do so the HCP needs 

professional guidelines and recommendations and information from the manufacturer/provider of the 

device, including evidence from tests and clinical trials [73]. It is an obligation of the 

manufacturer/provider to provide this information (explain the device) in a format and at a level that is 

interpretable by the HCP. This can be called internal transparency. Finally for the manufacturer to be able 
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to provide that explanation to the HCP, insider transparency is needed within the company, and is mostly 

based on standards and procedures by which the manufacturer operates (IEC 62304 (generic) and 

GMLP(AI specific) [74] ).  

 

AI software is no different from other products (software, devices, the use of medication or other 

therapies) in its obligation to provide transparency at these different levels but its capacity for 

explainability can vary significantly depending on the specific use of machine learning or deep learning 

and on the supervised or unsupervised nature of the learning process [75].  

In summary, transparency comprises the following aspects: 

- Why 

- What  

- How  

- When  

For transparency between healthcare professionals and patients or citizens (external transparency), the 

constituents are: 

- Why: enable informed consent/shared decision making 

- What: inform about purpose and nature of AI tool’s intervention, consequences and risks, 

performance/chance of success 

- How: adapt to the needs, expectations and literacy of the patient 

- When: before an intervention (depending on interaction patient – HCP) 

An AI tool built using specific software techniques like deep learning differs from other healthcare tools 

in its capacity to provide transparency, due to the difficulty of interpreting its underlying function. 

Interpretability is thus an important constituent of transparency (besides accountability, auditability, 

traceability, documentation, reporting, …) and can be achieved by explainability but also by testing results 

and their contextualisation, by verification (by HCP of the result of the AI tool) or by experimental 

evidence. 

In the case of AI decision-support systems, external transparency consists of notifying the patient that an 

AI device is used and to what degree it contributes to the overall decision, and of describing the 

alternatives to that use with their advantages and disadvantages, the level of confidence (if the AI tool 

can be explained), and whether it has been verified or has been clinically tested, if it has undergone 

certification, and what the level of accuracy is The patient should also be aware what specific personal 

data has been used in the AI tool  

Legislation for all medical devices, even when their explainability is low (opaque systems), requires that 

testing and clinical evidence must be appropriate to elucidate the benefit/risk ratio for indicating its use 

in specific circumstances. In cases where the evidence is inappropriate and/or the benefit/risk ratio is low, 
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its use must not be indicated. For minority populations and uncommon indications, the benefit/risk ratio 

is an important co-determinant of the required level of evidence. 

While this external transparency between patient/affected person and HCP is not an explicit requirement 

under the MDR (but falls under the medical legislation in many member countries), from a clinical 

perspective it is the logical reason to achieve internal transparency between manufacturer and HCP, which 

is a core part of the MDR. It connects the more scientific, clinical approach to evidence-based decision 

making, with the specific requirements under the MDR, in a way that is understandable to all parties 

involved. It does imply that evaluation of the internal transparency should involve the HCP’s who will be 

using the device in clinical practice, and it requires extension of the evaluation of impact of the AI tool to 

all affected persons or groups (art 3 AI Act). 

For transparency between manufacturers and healthcare professionals (internal transparency), the 

constituents are: 

- Why: enable HCP to explain the use of the AI tool to patients/citizens 

- What: inform about performance, accuracy of AI tool; data used to train and test; results of 

verification and validation; existing experience and real-life know-how 

- How: adapt to the needs, expectations and literacy of the HCP 

- When: before use of the tool by HCP 

For insider transparency IEC 62304 describes the software life cycle process, however IEC 62304 does not 

contain specific requirements for Artificial Intelligence. The Good Machine Learning Practices (GMLP) set 

up by the FDA / Health Canada and MHRA describes those requirements for AI. The following figure shows 

the integration of IEC 62304 and the GMLP principles. The GMLP principles are given in red. The GMLP 

principles adds the missing AI requirements. (further relevant ISO standards are ISO 14971:2019 and ISO 

13485:2016). 

 

Figure 3.  IEC 62304 describes the software life cycle process 
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The GLMP’s are: 

1. Multi-Disciplinary Expertise Leveraged Throughout the Total Product Life Cycle 

2. Good Software Engineering and Security Practices Are Implemented 

3. Clinical  Study Participants and Data Sets Are Representative of the Intended Patient Population 

4. Training Data Sets Are Independent of Test Sets 

5. Selected Reference Datasets Are Based Upon Best Available Methods 

6. Model Design Is Tailored to the Available Data and Reflects the Intended use of the Device 

7. Focus Is Placed on the Performance of the Human-AI Team 

8. Testing  Demonstrates Device Performance during Clinically Relevant Conditions 

9. Users Are Provided Clear, Essential Information 

10. Deployed Models Are Monitored for Performance and Re-training Risks Are Managed 

 

The three general principles of the MDCG 2020-1 recommendation also fit with these transparency levels: 

valid clinical association corresponds mostly to the external transparency; clinical performance relates to 

the internal transparency; technical performance coincides with the insider transparency level [76][77]. 

 

Figure 4. Transparency relation to MDCG 2020-1 recommendation 
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Figure 5. Transparency levels and associated goals 
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3. Risk-based Approach 
 

The overall principle in health care, "primum non nocere", "first, do no harm," also applies to AI tools. The 

balance between positive outcomes and possible safety risks and side-effects, both at the individual and 

the societal level, needs to be considered to define the evidence required to demonstrate the existence 

of benefit on the outcome and workflow against the background of a potentially significant negative 

impact on human rights. Individual and societal human rights might conflict to a certain degree, and 

ethical considerations must prevail in these circumstances [78]. Medical device legislation stresses this 

risk-based approach, requiring evidence for a positive benefit-risk balance, including evidence of safety 

and performance in consideration of the state-of-the-art. That level of evidence must be appropriate in 

view of the characteristics of the AI tool and its clinical use. Manufacturers are required to justify why the 

level of clinical evidence provided is sufficient to meet conformity standards while considering three 

aspects crucial for its safe and effective use: valid clinical association, technical performance, and clinical 

performance [76].  

Risk refers to the composite measure of an event’s probability of occurring and the magnitude or degree 

of the consequence of the corresponding event. So, for AI tools, risk is a function of 1) the negative impact 

or magnitude of harm that would arise if the circumstance or event occurs and 2) the likelihood of 

occurrence. Risk management is relevant at every lifecycle stage of an AI tool, to lead to trustworthy AI 

systems that deliver their potential benefits to people (individuals, communities, society), organisations 

and systems. Specific challenges for AI risk management include the difficulty: 1) to define and measure 

AI risks and failures; 2) to deal with risk tolerance which is subject to legal and regulatory requirements 

but also depends on shifting organizational and societal acceptances and preferences; 3) to prioritise risk 

by considering the absolute risk but also the risk culture of the use environment and the residual risk; 4) 

to allow for variable risk in view of the organizational integration at the different steps of the AI lifecycle 

and the management of other risks such as cybersecurity and privacy. 

While the AI actors vary across the AI lifecycle stages, at every stage the goal is to optimize the ultimate 

risk-benefit balance for the end-user(s) by including the relevant stakeholders and to provide the optimal 

TEVV (test, evaluation, verification and validation) processes. These different stages can be grouped as 

Data and Input; AI Model; Task and Output; Application context (NIST) [79][80][81][82][83]. Trade-offs 

will usually be necessary between the many typical characteristics of trustworthy AI:  ideally it should be 

valid and reliable, safe, secure and resilient, accountable and transparent, explainable and interpretable, 

privacy-enhanced, and fair with harmful bias managed (NIST) [84]. 

A specific characteristic of many AI tools is the need for high-quality training and testing data sets [85][86] 

and, in the case of supervised learning, relevant labels, i.e., characteristics determined by qualified human 

annotators for use as a reference standard (ground truth). The collection and use of such data sets, when 

containing personal information, are subject to the requirements of the Data Protection Regulations 

[87][88]. The specific use of such data sets for developing AI tools and the need for curation necessitates 

extra attention concerning their validity, intrinsic bias (i.e., by race, gender, age group, etc.), 
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representativeness in terms of the group of patients under focus, the geographic distribution of data 

sources, quality of the labels (i.e., level of experience of the medical operators, their qualifications, their 

geographic distribution). Despite increased awareness and additional efforts, the chances are still high 

that the device will ultimately be used in a population with slightly other characteristics than the one used 

in the training and testing sets, resulting in performance drift. As such, a stronger emphasis is needed on 

post-market surveillance, as only long-term monitoring in routine clinical use can provide the necessary 

evidence of accurate clinical performance.  

Providers of AI tools with a favourable clinical benefit-risk ratio presenting a low risk to individuals and 

society could release such tools with evidence powered for less stringent (statistical) significance or 

generalizability from the premarket phase and a more significant emphasis of data and evidence gathering 

in the post-market phase. For instance, a manufacturer can release an AI tool with evidence powered for 

with statistical significance for the general target patient population, but not for all subgroups. The 

manufacturer will then need to caution for possible suboptimal performance in these subgroups but may 

not wish to exclude these populations to not endanger availability of adequate diagnostic or treatment 

solutions for minority populations, taking risk-benefit into consideration. 

In contrast, tools with an unfavourable benefit-risk balance and a high risk to individuals or society should 

undergo an extensive pre-release clinical evaluation phase, including medical investigations/trials.  

In such a scenario, appreciation of possible benefits and risks is essential to decide how pre-release and 

post-market requirements should be fulfilled (see next chapter). 

Several factors, including already existing evidence, should be taken into account for the risk-benefit 

assessment: 

1. Medical Purpose 

a. prevention,      

b. screening/prediction,      

c. diagnosis,      

d. treatment,      

e. monitoring,      

f. workflow recommendation,   

g. …    

2. The intended medical conditions 

a. symptoms, disorders (genetic, …), diseases, 

b. their stage/level of severity, 

c. seriousness of manageable outcomes; 

3. The intended population 

a. healthy individuals/patients,    

b. neonatal/infants/children/adults/elderly,      

c. hospitalized/ambulatory,      
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d. acute/chronic,      

e. …      

4. The AI tool’s operation 

a. inputs: data 

i. known/unknown, type (synthetic?), origin, acquisition environment 

ii. risk for bias 

iii. curated by? expertise 

iv. privacy  and security 

v. ...  

b. Algorithm 

i. supervised/unsupervised 

ii. ground  truth, guideline, reference standard possible/impossible and 

 known/accurate 

iii. algorithmic, ML, DL 

iv. degree  of learning/ change management autonomy 

1. self-learning, batch training 

2. lay user/non-clinical user driven 

3. clinical  user driven     

4. manufacturer driven 

5. none/static 

c. Outputs 

i. Flow 

1. automated 

2. semi-automated: approval requested depending on risk 

3. manual 

ii. possible impact/harm of erroneous output: physical and mental  

1. critical/life-threatening 

2. serious 

3. minor 

4. negligible 

5.  

iii. testing, evaluation, validation, verification (TEVV): performance 

1. Parameters used 

2. Required level of parameters 

3. Use of reference labs/datasets 

4.  

d. Presentation of results 

i. not explained/explainable 

ii. partially explained (saliency maps, data visualization, SHAP, …) 

iii. interpretable by 
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1. Explanation 

2. Verification 

e.  integration in workflow: 

i. Type 

1. autonomous (no possibility for human/HCP? in the loop) 

2. supervisable but normally operates without human approval: drive: 

3. Suggest 

4. Inform 

ii.  Timing  

1. closed loop 

2. Sequentially 

3. opportunity for correction 

iii.  Usability/user experience 

1. potentially adding unnecessary burden of registration on clinicians, 

distracting them from other clinical tasks  

iv.  Cybersecurity 

f.  outcomes impacted by AI tool  

i. measurable, quantifiable taking into account the required effort for obtaining 

these parameters 

ii. intended level of improvement: benefit 

1. cf Porter Hierarchy 

2. ICHOM Prom’s and Prem’s 

5. the intended user in their respective environment (non-clinical, general healthcare, specialist 

healthcare) and scope (universal, national, regional, site, patient-specific): 

a.         lay person (healthy individual, patient relative),  

b.         patient,  

c.         HCP non-medical,  

d.         general practitioner,  

e.         medical specialist; 

6. The  potential shift/drift in 

a.  intended use 

i. Contraindication 

b.  intended user 

c. intended environment 

For a given AI tool, some or all of these factors will be relevant but usually with variable impact on the 

overall risk-benefit balance. Therefore the manufacturer needs to position the AI tool with respect to all 

these factors so that the reviewer/NB (and ultimately the end-user to decide on use of the tool in the 

clinical environment) can appreciate the risk-benefit balance and decide on the required 
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information/evidence required pre-release to allow release of the tool and to specify the post-release 

requirements, i.e. providing an AI tool’s Benefit-Risk Assessment (BRA). 

The CORE-MD project does not consider whether the AI tool manufacturer proposes to have the tool's 

output validated by a human, either a healthcare professional or an end-user. The capability of the 

"human-in-the-loop" to validate the result of the AI tool may depend too much on the end user's expertise 

and experience. Therefore, the suggestion for output verification is not enough to designate an AI tool as 

low Risk. Risk appreciation must also consider real-life use and drift90 in data, model, concept, intended 

use and users. So, CORE-MD proposes to consider all these factors as part of the risk assessment, which 

will determine the requirement matrix in both the pre-release and the post-market phase. The post-

market phase mandates recurrent risk assessment at a frequency depending on the initial Risk and 

possible drift. 

We propose using a simple point scoring system to determine the overall Risk of an AI tool and direct the 

level/depth of the pre- and post-release requirements. From a clinical perspective and starting from the 

MDCG 2020-1, three parts of evidence are required:  

1. valid clinical association,  

2. technical performance,  

3. clinical performance.  

For each we propose scores from 1 to 3, relevant to the characteristics of the AI tool and its application, 

where lower values are associated with lower risk/higher benefit. Although this approach could seem like 

an oversimplification, it does not deflect from the need for appraisal of the entire AI BRA by the 

reviewer/NB but it is intended to help manufacturers, NBs and clinicians to prioritize efforts and avoid 

limiting access to clinical use for potentially helpful AI tools. 

Valid clinical association / Scientific validity VCAS 

Valid clinical association / Scientific validity is defined as “the extent to which the MDSW’s output (e.g., 

concept, conclusion, calculations), based on the inputs and algorithms selected, is associated with the 

targeted physiological state or clinical condition. This association should be well founded or clinically 

accepted” [76]. 

 

Figure 6. Schematic view of valid clinical association  

Such an association is characterized by the type of AI model (algorithmic, Machine Learning (ML) or Deep 

learning (DL)), the availability or not of a ground truth (supervised or non-supervised) to train and test the 

algorithm and the resulting transparency, explainability and possibility for human oversight. Such 

oversight is only relevant when interpreted as the possibility for a human end-user, either citizen/patient 

or healthcare provider to verify the output of the AI tool against state-of-the art knowledge for that end-

user with respect to the intended use of the tool. As an example, a diagnostic imaging segmentation tool 
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could be using a black-box deep-learning algorithm but the output, i.e. the contour, can be verified by the 

clinician and validated if it conforms with the state-of-the art knowledge and expertise of the clinician.   

This corresponds to point 4b of the AI BRA and is the main determinant of the VCAS. 

 

Table 1. VCAS scoring 

Transparency and Oversight 
Valid clinical association score 

(VCAS) 

Easy 1 

Difficult 2 

Impossible 3 

 

Technical Performance Score TPS 

Technical performance is defined as the “Capability of a MDSW to accurately and reliably generate the 
intended technical/analytical output from the input data”[90][91][76]. 

 

Figure 7. Schematic view technical performance score 

Verification of technical performance is thus the demonstration of the ability of the AI tool to accurately, 

reliably and precisely generate the intended output, from the input data. in real-world usage; in the 

intended computing and use environments.  

Technical performance can be provided by figures of merit that are usually utilized for AI tools (accuracy, 

specificity, sensitivity, AUROC, F1 score, …). Independently of the resulting numbers, we propose an 

association with the different level of testing of the AI tool: 

Table 2. TPS scoring 

Extension of 
validation/testing 

Level of 
validation/testing 

Technical performance score 
(TPS) 

Internal validation weak 3 

Narrow external validation moderate 2 

Broad External validation strong 1 
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In the INTERNAL VALIDATION, the AI tool performance has been evaluated just based on testing data 

acquired with the same settings (same institution, using the same equipment, interpreted by the same 

observer as the training group, same group of patients,…) than the training data. 

In the NARROW EXTERNAL VALIDATION, the training and testing data are partially differentiated for some 

of the previous factors, while in the BROAD EXTERNAL VALIDATION a high number and variety in the 

testing data (i.e., using different equipment, from different centres, at different times, interpreted by 

different observers, in different patient groups, …) compared to the training data, is introduced.  

This score also reflects the risk of introducing a bias in the performance of the AI model results, relevant 

to the data utilized for training and to the more or less extensive testing on similar data, or in data 

containing more variation. 

This corresponds to points 4a,4c-f of the AI BRA. 

Clinical Performance Score CPS 

Clinical performance is the “ability of a device, resulting from any direct or indirect medical effects which 

stem from its technical or functional characteristics, including diagnostic characteristics, to achieve its 

intended purpose as claimed by the manufacturer, thereby leading to a CLINICAL BENEFIT for patients, 

when used as intended by the manufacturer”. ([76] - only for MD (not IVD)) 

 

Figure 8. Schematic view clinical performance score 

We propose a score associated to the intended purpose (i.e., the intended use claimed by the 

manufacturer, with respect to the target population and the clinical indication) of the AI tool, also 

considering the classification system proposed by the IMDRF, which differentiates the level of significance 

of information (i.e., inform or drive clinical management, diagnose/treat) and takes into account the 

healthcare situation/condition of label use (i.e., non-serious, serious, critical). Such criticality is, however, 

very context-dependent. The same disease or condition may be acute or chronic, with various levels of 

severity, and impacted by co morbidities. An AI tool may drift from the intended purpose and use with 

respect to the criticality when in real world use and therefore it is best to consider the most critical 

possible use for determining the risk score at onset. As such a diagnostic tool could be critical when the 

result determines the choice of treatment of a life-threatening disease, while the same diagnostic tool 

could be used for a non-serious aspect of a chronic, non-life-threatening illness or with extensive human 

oversight. 

Ultimately, clinical performance can only be determined during real-life use. 
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Table 3. Clinical Performance scoring 

Criterion 
Associated 

Levels 
Partial 
score 

Clinical 
Performance Score 

(CPS) 

Type of disease, condition, 
disability, healthcare 

situation: risk for patient 

   

 Non serious 1  

 serious 2  

 critical 3  

Significance of information: 
use in clinical flow 

Inform 1  

 Drive 2  

 
Diagnose or 

treat 
3  

   Sum of the two 

 

The CPS refers to the criticality of the healthcare situation for which the AI tool is intended, as well as the 

expected impact of the output information in the context of the clinical workflow. This could be entirely 

determined by the intrinsic nature of the AI tool itself but more often would be defined by the use made 

of the tool during clinical implementation. Such use is specified by the manufacturer but drift can occur 

with or without the knowledge of the manufacturer (“off-label” use) and this again stresses the need for 

post-market surveillance of real-life clinical use and its associated risk, which can warrant additional 

testing and validation. 

This corresponds to points 1-3, 5-6 of the AI BRA. 

To avoid inappropriately release of an AI tool with a low overall score but a high score on one of the 

subsets, we propose a flow chart which subsequently considers these scores in a cumulative sum 

approach. 
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Figure 9. Flow chart accumulating different scoring systems 

This score system (Figure 10) first evaluates the context in which the AI tool is claimed to be utilized, by 

requesting an extensive evaluation in case of use for diagnosis or treatment in critical conditions. Then, 

the score relevant to the level of validation performed on the system is added, and finally the score 

relevant to the valid clinical association, according to the supervised/unsupervised ML/DL model, is 

summed up. The final cumulative sum can vary between 4 and 12, thus defining a continuum between 

low-risk tools, only informing about low risk situations with full transparency, completely interpretable 

and explainable and with the possibility for comprehensive human oversight on the one hand, and 

autonomous systems deciding about treatments in critical conditions based on black-box algorithms 

without any possibility for human oversight on the other hand, with associated different evaluation 

requirements for release of such AI tools, thus defining the depth or level of evidence to be reached at 

each stage of the lifecycle. 

In this way, low-risk tools only informing about low risk situations, with only internal validation and with 

easily verified transparency, will be associated to a lower level of pre-market clinical evaluation; however, 

if their application is in serious conditions or to drive the decision, the requirement for a more extensive 

pre-market evaluation will arise, unless compensated by a higher level of validation or by the use of a 

more transparent and explainable approach. Still HCP’s will need to consider, even for low-risk tools, if 
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their usability and added time and administrative burden are acceptable before considering to use the 

tool in their practice. 

For all the AI tools, once on the market, an adequate algorithmic vigilance process should be implemented 

and performed [89] in view of inevitable drift and the difficulty of accessing real clinical risk and benefit 

outside of real-life use.  
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4. Requirement Matrix  
 

Depending on the risk score flowchart and the resulting overall score the level/depth of the generic 

requirements for clinical evaluation pre-release are defined: 

• Extended level of clinical evaluation pre-release 

• Limited  level of clinical evaluation pre-release 

with specific content at the pre- and post-release phases, keeping in mind the proposed 10 principles of 

Good Machine Learning Practices. 

Requirement categories 

    • Pre-release 

        ◦ Limited level of evidence 

            ▪ Score 4     A 

            ▪ Score 5-6    B 

            ▪ Score 7     C 

        ◦ Extended level of evidence 

            ▪ Score 8     D 

            ▪ Score 9-10    E 

            ▪ Score 11-12    F 

    • Post-release  

        ◦ Limited level of evidence 

            ▪ Score 4     A 

            ▪ Score 5-6    B 

            ▪ Score 7     C 

        ◦ Extended level of evidence 

            ▪ Score 8     D 

            ▪ Score 9-10    E 

            ▪ Score 11-12    F 

  

Rather than focusing only on the implementation phase, the relevant requirements can be described 

pertaining to all the AI life cycle stages as adapted from NIST [81]: 
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   Figure 10. Requirements across AI life cycle 

While some of these will always be necessary pre-release the extent/depth to which they are applied in 

the pre- or post-release phase is determined by the risk categories; some are less/never relevant in the 

post-release phase. 

Each of these can always be applied in more or less depth and/or frequency (in the post-release phase) 

and this needs to be proportional to the benefit/risk ratio and is therefore specific to each use case.  
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Expert panels could play a crucial role in establishing interpretation and guidance of rules for clinical 
evaluation but need to include all stakeholders, HCP’s as well as patients/citizens and might need to be 
present for other categories than only III).         

Table 4. Requirement matrix (+ : required to be performed; - : not required to be performed) 

 
Phase 

 
AI life-cycle stages Sub-stages 

Requirement categories 

A B C D E F comment 
 

Pre 
release 

Plan and design: audit and 
impact assessment: 

articulate and document 

System’s concept and 
objectives 

+ + 
 
 

Underlying 
assumptions and 

context 
+ + 

 
 

Data and Input: collect and 
process data: internal and 

external validation 

Gather, validate and 
clean data 

+ + 
 
 

Document the 
metadata and 

characteristics of the 
datasets 

+ + 
 
 

AI model build and use 

create or select 
algorithm 

+ + 
 
 

train model + + 
 
 

AI model verify and 
validate 

calibrate  + + 
 
 

interpret model output + + 
 
 

Deploy and integrate 

Check compatibility 
with legacy systems 

+ + 
 
 

Verify regulatory 
compliance 

+ + 
 
 

Manage organizational 
changes (including 
pathway analysis) 

- + 
 
 

Evaluate training 
requirements 

- + 
 
 

Pilot evaluation 
Clinical utility + + 

 
 

System safety + +  
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(including analysis of 
errors and harms) 

 

User 
experience/human 

factors/usability 
- + 

 
 

Iterative improvement 
and documentation of 

changes 
- + 

 
 

Comparative evaluation 

Effectiveness/impact 
assessment (all 

affected persons) 
- + 

 
 

Safety at scale - + 
 
 

Long term operation and 
monitoring 

Performance 
monitoring 

- - 
 
 

Safety monitoring - - 
 
 

Drift monitoring - - 
 
 

Update versioning and 
documentation 

- - 
 
 

Decommissioning - + 
 
 

   
 
 

 
 

 

Post 
release 

Plan and design: audit and 
impact assessment: 

articulate and document 

System’s concept and 
objectives 

+ + Drift 

Underlying 
assumptions and 

context 
+ + Drift 

Data and Input: collect and 
process data: internal and 

external validation 

Gather, validate and 
clean data 

+ + 
Depending on 

change 

Document the 
metadata and 

characteristics of the 
datasets 

- - Unless changed 

AI model build and use 

create or select 
algorithm 

- - Unless changed 

train model - - 
 
 

AI model verify and calibrate  - -  



  

 
D2.4 - Expert advice on criteria for the regulatory evaluation of ML and AI - 33 - 

 

validate  

interpret model output - - 
 
 

Deploy and integrate 

Check compatibility 
with legacy systems 

+ + 
 
 

Verify regulatory 
compliance 

+ + 
 
 

Manage organizational 
changes (including 
pathway analysis) 

+ + 
 
 

Evaluate training 
requirements 

+ + 
 
 

Pilot evaluation 

Clinical utility + + 
 
 

System safety 
(including analysis of 

errors and harms) 
+ + 

 
 

User 
experience/human 

factors/usability 
+ + 

 
 

Iterative improvement 
and documentation of 

changes 
+ + 

 
 

Comparative evaluation 

Effectiveness/impact 
assessment (all 

affected persons) 
+ + 

 
 

Safety at scale + + 
 
 

Long term operation and 
monitoring 

Performance 
monitoring 

+ + 
 
 

Safety monitoring + + 
 
 

Drift monitoring + + 
 
 

Update versioning and 
documentation 

+ + 
 
 

Decommissioning + + 
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In case of changes to the tool itself (either self-learning or organised) or to the intended use, user, 

environment, the same risk assessment scoring system could be used and depending on the score 

change, the (supplementary) evidence/data become required. 
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5. Practical implementation of Clinical Evaluation in different 
stages of AI MDSW life cycle: Examples adapted from 
reference [36]. 

5.1 Plan and design: audit and impact assessment: articulate and 
document 

• Has the manufacturer created a list of all roles that are directly or indirectly concerned with AI 

and defined the AI – related skills for each role? Including end-users: HCP’s, patients, citizens? 

• Has the manufacturer determined for which medical purpose (prevention, diagnosis, therapy, 

monitoring, predictions) the system is to be used and for which parts of the intended use an AI is 

to be used? 

• Has the manufacturer characterized the individuals to be diagnosed, treated or monitored with 

the medical device? Does this characterization includes indications, contraindications and 

associated diseases? 

• For which individuals the device is not to be used? 

• Has the manufacturer specified from where (human, environment, existing sets) the data, used 

to train and test the device, originate? 

• Has the manufacturer characterized the intended users, e.g. 

o using demographic features (age, gender), 

o regarding the training and experience in medical domains, 

o regarding technical knowledge, 

• using physical and mental limitations, linguistic skills and cultural background? 

• Has the manufacturer characterised the intended use environment both physical (imaging 

equipment, IT requirements) and human (also with regard to the social environment, influenced 

by stress, shift work, frequently changing colleagues, etc.)? 

• Has the manufacturer defined the outcomes which can be impacted by the device? Are they 

measurable, quantifiable, easily available in routine clinical care (avoiding admin overload when 

gathered in post-release phase)? 

• Have the stakeholder requirements been identified by the manufacturer and translated 

accordingly into the performance specifications? 

• Has the manufacturer listed alternative methods to AI and evaluated them with regard to benefit, 

safety and performance? 

• Has the manufacturer justified why AI is superior to conventional methods and thus justifies the 

associated risks and determined the clinical benefit of using the AI MDSW with respect to 

meaningful, measurable, patient-relevant clinical outcomes? 

• Has the manufacturer drawn up a list of risks specifically arising from the use of AI techniques? 
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• Has the manufacturer analysed the risks that arise when users other than the specified users use 

the product? 

• Has the manufacturer analysed the risks arising through use in an environment different than that 

specified? 

• Has the manufacturer analysed the risks posed by inputs that do not meet the specified formats 

and/or have not been generated according to the specified prerequisites? 

• Has the manufacturer analysed the risks that arise if the outputs do not meet the specified quality 

criteria? 

• Has the manufacturer assessed the risks if the system is used in a different patient population 

than specified? 

• Has the manufacturer derived the quantitative quality criteria based on the state of the art?  

o Peer-reviewed relevant literature 

• Has the manufacturer defined operational limits within which the AI system may operate?   

• Has the manufacturer defined how to ensure that these operational limits are not exceeded? 

• Has the manufacturer assessed the risks if the system is not available? 

• Has the manufacturer derived quantitative quality criteria or requirements for the software 

or/and the algorithm from the intended use in a comprehensible way? 

5.2 Data and Input: collect and process data: internal and external 
validation 

 

• Is the training data set representative of the actual patient population? Has the manufacturer 

assessed the consequences if the system provides socially unacceptable outputs (e.g. 

discriminatory)? 

• Has the manufacturer justified where it collects test data and why it is representative of the target 

population? Where appropriate, has it compared these with data from the Federal Statistical 



  

 
D2.4 - Expert advice on criteria for the regulatory evaluation of ML and AI - 37 - 

 

Office, scientific publications (prospective – retrospective studies), data from curated 

databases/registries/reference databases, data from equivalent devices? 

• Has the manufacturer listed and discussed factors that could cause a bias of the validation and 

test data? 

• Has the manufacturer analysed what influences the type and location of data collection has on 

the data? 

•  Has the manufacturer established a procedure to anonymise or pseudonymise data before 

training and testing? 

• Has the manufacturer investigated and ruled out the possibility of label leakage? 

• In the case of supervised learning, did the manufacturer derive the labels from the intended use 

for which the training data is understood and justify this choice? 

• In the case of supervised learning, did the manufacturer specify a procedure for labelling if no 

labels were yet present in the data? 

• Does this procedure specify quantitative/qualitative classification criteria for labeling? Has the 

manufacturer justified the choice of these criteria? 

• Does this procedure specify the requirements for the number, training and competence of the 

persons responsible for labeling? 

•  Has the manufacturer set a procedure describing the (pre-)processing of the data? 

• Does this procedure describe the individual processing steps such as conversions, 

transformations, aggregations, normalisation, format conversions, calculation of features and 

conversion of numerical data into categories (augmentation)? 

•  Does this procedure specify how values determined with different measurement methods are 

detected and processed? 

•  Does this procedure specify how missing values, outliers and unusable data within data sets are 

detected and processed? Has the manufacturer justified this specification? 

•  Has the manufacturer described the collected data using descriptive statistics? See also Dataset 

Nutrition Label (https://ahmedhosny.github.io/datanutrition/) 

•  Has the manufacturer characterised the inclusion and exclusion criteria of data using relevant 

attributes? 

• Has the manufacturer specified technical inclusion and exclusion criteria for data? 

• Has the manufacturer described the procedure to ensure that records that do not meet the 

inclusion criteria or are to be excluded are in fact excluded? 

5.3 AI model build and use  
 

•  Is it documented in the product file which goal the machine learning procedures pursue?  
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•  Did the manufacturer justify the final choice of model on the basis of the quality criteria and the 

intended use, and in particular explain when simpler and more interpretable models were not 

used? 

•  With Continuous Learning Systems, has the manufacturer considered the option of resetting the 

system to a known status? 

•  With Continuous Learning Systems, has the manufacturer shown quantitatively why the risk-

benefit analysis is better than for non-continuously learning systems? 

•  Has the manufacturer specified the number of records and given a justification as to why this is 

sufficient? 

• Has the manufacturer justified the selection of the features considered during training? 

• Has the manufacturer described the interdependence of the features, especially in the case of 

tabular data? 

• Has the manufacturer documented and justified the ratio in which it divides the data into training, 

validation and test data? 

• Has the manufacturer documented the stratification used to divide the data into training, 

validation and test data? 

5.4 AI model verify and validate 
• Has the manufacturer specified the data interfaces, including the formats and, in the case of 

images, their specific properties (size, resolution, colour coding)? 

• Has the manufacturer determined, documented and justified the quality metrics based on the 

intended use for which he wants to optimise the model? 

• Has the manufacturer trained and compared several model types (including simpler and 

interpretable models), where appropriate? 

• Has the manufacturer considered the following quantitative quality criteria or requirements 

o for classification problems: accuracy (resulting from trueness and precision) (mean or 

balanced accuracy), positive predictive value (precision), specificity and sensitivity, 

positive predictive value, negative predictive value, number needed to treat (average 

number of patients that need to be diagnosed/ treated in order to have an impact on one 

person), number needed to harm (number of patients that need to be diagnosed/ treated 
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in order have an adverse effect on one patient), positive likelihood ratio, negative 

likelihood ratio, odds ratio, confidence intervals; 

o for regression problems: mean absolute error and mean square error? 

o limit of detection, 

o  limit of quantitation, 

o analytical specificity, 

o linearity, 

o  cut-off value(s), 

o  measuring interval (range), 

• Qualitatively 

o  availability, 

o confidentiality, 

o integrity, 

o reliability, 

o generalisability, 

o expected data rate or quality, 

o absence of unacceptable cybersecurity vulnerabilities 

o human factors engineering. 

• Has the manufacturer specified the expected value ranges of the outputs? 

• Has the manufacturer specified the requirements regarding repeatability and reproducibility of 

requirements? 

• Has the manufacturer documented the quality metrics for the different models, e.g. for a binary 

classification, with the help of a confusion table? 

• Has the manufacturer assessed and documented the quality metrics for the different models not 

only globally, but also separately for different features, if applicable? 

• Has the manufacturer examined the data sets that predicted particularly well and those that 

predicted particularly poorly? 

• Has the manufacturer examined the data sets for which the model decision is particularly safe 

and particularly unsafe? 

• For tabular data in particular, has the manufacturer considered displaying, for individual data sets, 

the features that particularly drove the model to make the decision (Explainable AI)? 

• For tabular data in particular, has the manufacturer considered evaluating how and to what extent 

individual features would have to change for the model to arrive at a different prediction? 

• For tabular data in particular, has the manufacturer considered analysing / visualizing the 

dependence (strength, direction) of the predictions on the feature values? 

• Has the manufacturer considered synthesizing data sets that particularly activate the model? 

• In case the demonstration of conformity with GSPRs based on clinical data is not deemed 

appropriate (MDR Article 61 (10)), has the manufacturer duly substantiated in the technical 
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documentation why it is adequate to demonstrate conformity based on the results of non-clinical 

testing methods alone, including PERFORMANCE EVALUATION, bench testing and preclinical 

evaluation, and USABILITY assessment 

5.5 Deploy and integrate 
 

•  Has the manufacturer determined the run-time environment of the product in terms of hardware 

(screen size, screen resolution, memory, network connection, etc.) and software (e.g. operating 

system, browser, run-time environments such as Java Run-time Environment or. .NET)? 

• Has the manufacturer specified the input data requirements? 

• Has the manufacturer identified the cybersecurity risks applicable to the AI, such as poisoning 

attacks, evasion attacks or model extraction etc.? 

• Do the instructions for use explicitly state the patients / data / use cases for which the product 

may not be used? 

• Do the instructions for use document the requirements for the input data (including formats, 

resolutions, range of values, etc.)? 

• Do the instructions for use specify the intended primary and secondary users according to the 

intended use? 

• Has the manufacturer determined whether an instructions for use and training materials are 

required? 

• Do the instructions for use identify the version of the product with sufficient precision? 

• Do the instructions for use describe the intended use of the product including the expected 

medical benefit? 

• Do the instructions for use identify the intended patient population on the basis of indications, 

contraindications and – where relevant – other parameters such as age, gender, concomitant 

diseases or availability of information? 

• Do the instructions for use describe what other prerequisites the product assumes (e.g. runtime 

environment, usage environment)? 

• Do the instructions for use describe the residual risks? 

• If useful: Do the instructions for use specify the data with which the model was trained? 

• If useful: Do the instructions for use describe the model or the algorithms? 

• If useful: Do the instructions for use specify the quality criteria? 

• Has the manufacturer identified legacy systems and tested compatibility and/or transfer of 

content? 

• Has the manufacturer provided the correct arguments why a prospective/retrospective analysis 

is more appropriate to support compliance with the General Safety and Performance 

Requirements 
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• Has the manufacturer evaluated the resistances to introduction of the product in the intended 

use environment and suggested means to counter them? 

• Should the system be limited to populations/equipment with certain characteristics? 

• Are there any circumstances where the system should not be used? Is the Quality system based 

on ISO 13485 Quality System Management and adhering to additional local requirements in 

regulations? 

• Is the software development life cycle process based on IEC 62304 Software Life Cycle Process? 

• Is a clinical investigation according to ISO 14155 required and, if so, performed? 

• Is a risk management according to ISO 14971 performed, including AI specific risk such as bias? 

 

5.6 Pilot Evaluation 
Has the manufacturer specified what the user interface must display if the requirements are not met in 

order to operate the system safely (e.g. inputs not valid or not expected)? 

•  Has the manufacturer determined whether a quality of output needs to be provided to the user?  

• If so, how is the quality indicated to the user? 

•  As part of the usability validation, does the manufacturer assess whether the users understand 

the instructions for use? 

•  As part of the usability validation, does the manufacturer assess whether users blindly trust the 

product or check the results? 

•  As part of the usability validation, does the manufacturer assess whether the users correctly 

recognize and understand the results? 

•  Has the manufacturer specified how fast the system must generate the outputs? 

•  Could a clinician correct an error if it occurred? 

•  Is the amount of human oversight proportional to the clinical risk posed by the AI system? 

•  Is it clear who is accountable for decisions made/influenced by the AI system? 

•  Is it clear which version of the system (and each individual component) is being used? 

•  Is there a plan to re-build the AI system should errors or biases be identified? 

•  Can a clinician understand the AI system output?  

•  Can a clinician understand how the AI system produced the output? 

•  Could a suitably trained human observer spot an error (and intervene)? 

5.7 Comparative evaluation  
• As part of the clinical evaluation, does the manufacturer assess whether the promised medical 

benefit corresponds to the state of the art? 

• Has the manufacturer specified how the system will behave if the inputs do not meet the specified 

requirements? 
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• What requirements must be met in order to be able to detect misconduct, e.g. by means of self-

tests? 

• Have all individuals, possibly affected by the use of the system, been identified? 

• Has the possible impact on these individuals been defined? 

5.8 Long-term operation and monitoring  
• Has the manufacturer prepared a Post-Market Surveillance (PMS) Plan? 

• Has the manufacturer specified in this PMS plan the data he intends to collect and evaluate? 

• Has the manufacturer specified in the PMS plan at which quality criteria and thresholds it 

considers action necessary, in particular a reassessment of the risk-benefit balance? 

• When setting these thresholds, has the manufacturer analysed which feedback loops may 

influence the thresholds themselves? 

• When setting these thresholds, has the manufacturer analysed which self-fulfilling prophecies 

may influence the thresholds themselves? 

• Has the manufacturer described in the PMS plan how it collects and analyses what information 

on adverse medical effects? 

• Does the manufacturer assess in the clinical evaluation whether the promised medical benefit is 

achieved with the given quality parameters? 

• Has the manufacturer established that the clinical evaluation lists alternative methods, 

technologies or procedures, including their risks and benefits? 

• Has the manufacturer described in the PMS plan how and which information on (adverse) 

behavioural changes or (predictable) misuse is collected and how this information is assessed? 

• Has the manufacturer described in the PMS plan how it collects and assesses information on 

additional "adverse effects"? 

• Has the manufacturer described in the PMS plan how and which information is collected to assess 

whether the data in the field is consistent to the expected data or training data? 

• Has the manufacturer described in the PMS plan how and how often it will collect information on 

whether the product is still state-of-the-art? 

• Has the manufacturer described in the PMS plan how and how often it will collect information on 

whether the ground truth or gold standard is still current? 

• Has the manufacturer described in the PMS plan how and how often it verifies that changes are 

compliant with the regulatory requirements? 
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6. Summary and conclusions  
This approach to evaluate the clinical impact of AI tools for clinical decision support requires further 

validation by the stakeholders, practical implementation (templates and interactive tools) and has several 

potential drawbacks.  

The risk-benefit assessment is complex, and many factors contribute to the ultimate result which are often 

not (fully) quantifiable and subjective. Reducing them to a simple scoring system could both overestimate 

and underestimate the true risk-benefit ratio but has the advantage of clarity and simplicity. Reduction of 

risk to a zero level is both unattainable and risks to leave citizens and patients not having the benefit of 

tools that while a certain risk could contribute significantly to an improved desired outcome. Only the 

interaction between an informed patient and the HCP can lead to real co-decision making, balancing the 

risks and benefits of every choice to be made.  

The use of the requirement matrix, based on the risk-benefit assessment, to define the scope and depth 

of the various obligations in the different life-cycle stages of the AI tool, could amplify errors in the 

assessment of the risk-benefit ratio, so they remain guiding principles which should be evaluated in each 

specific case. 

The practical implementation using a set of questions to be answered by the manufacturer to verify the 

adequate clinical evaluation of the AI tool has the risk of becoming a “tick the box” exercise without proper 

comprehensive evaluation of all the possible impacts of the tool in testing and real-life circumstances. 

Therefore, an alternative approach could be the direction the FDA is taking for the moment with a more 

case by case evaluation and the creation of a jurisprudence, acknowledging the needed flexibility of 

AI/ML-SaMD and the network interaction between devices and system level considerations. This type of 

approach would acknowledge the extremely complex conditions with interlinked data structures and 

origins and a shift of the centre of gravity for management from the hospital to the home. People seek 

optimal health not just cure and care and want to be able to self-manage their lives when desired, avoiding 

conservative and protectionist mechanisms, sometimes embedded in the present system. It means to 

keep the proper balance between benefits and harms due to irresponsible innovations versus over 

regulated conservatism. Regulatory science tries to keep this balance but still needs to be expanded and 

further implemented. The present EU legislation focusses mainly on “product legislation” with an added 

layer of horizontal AI regulation but missing the aspect of network effects between digital systems, digital 
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twins, medical devices and non-devices, interoperable patient experiences and clinical decision support 

tools. 

 

 

Figure 11. AI MDSW with Human in the loop (HITL)   

 

 

Figure 12. AI MDSW with Human in control (HIC)   

 

In addition, health care providers want to move into more digitally supported systems in which the 

characteristics and environment of the individual is taken more into account, requiring more elaborate 

decision support tools to do so, but also considering the feedback and experiences of individual end-users 

(HCPs, patients and healthy individuals).  
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The FDA proposes a new ACP/PCCP/SPS model to create a more agile approach to AI evaluation with 

predetermined change control plans allowing a continuous cycle of monitoring, improvement, approval 

and delivery. 

 

Figure 13. FDA model for AI evaluation   

In contrast some interpretation of the present legal system in the EU would preclude any certification of 

non-static AI tools: “Static AI (AI that has learned and operates in a learned state) is in principle certifiable. 

Dynamic AI (AI that continues to learn in the field) is not certifiable in principle, as the system must be 

verified and validated (among other things, the functionality must be validated against the intended use).” 

And this also negates the existence of a continuum between pure static and fully adaptive ML tools which 

would necessitate a (near) automation of QMS processes and real-time technical dossier updates. 

Adopting such an agile approach to clinical evaluation of AI clinical decision tool will require revision of 

the present (interpretation of the) regulation and much more emphasis on continued evaluation and re-

evaluation in real time conditions with Human-in-Control (HIC) mechanisms, either In, On or Off (absent 

from) the Loop. 

Notwithstanding these limitations and considerations, this paper is the end product of a long series of 

interactions and inputs by a broad field of stakeholders and experts from within and outside the CORE-

MD consortium, the main strength of this project bringing them all together. Next steps will involve a 

Delphi-like validation of this proposal as well as a further practical implementation suggestion. As this is a 

complex and fast-moving field further interactions with stakeholders across the board will be required to 

ultimately deliver what the MDR legislation is intending: improved and safer MDSW bringing better care 

to the citizens who require it. 
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